Abstract-The most common techniques used to examine lung tumors include chest radiography, computerized tomography scans though the last one is more sensitive and precise in detecting nodules but costlier, chest radiography is most commonly used and cost-effective diagnosis tool to find lung tumors. But interpreting a chest radiograph is difficult, even experienced radiologists facing trouble in finding abnormalities in chest radiograph. The clinical importance of chest radiographs, combined with their complicated nature, explains the interest to develop a computer aided diagnosis scheme that alerts radiologists to the location of highly suspect lung nodules, will allow the number of diagnostic errors to be reduced. Different methods are proposed in the literature for finding tumors, but none showed the correct result, i.e because of more subtlety of the nodule (not visible), and complexity of anatomical structure presented in the image. In this paper a method is proposed to find more subtle potential nodules in Posterior and Anterior Chest Radiographic images. Nodules find by, delineating lungs from the chest radiograph by using standard mask available at JSRT data base. To locate potential nodule Restricted Boltzmann machine and SVM classifier is used. Here Restricted Boltzmann is used for finding the features from ROI (region of interest), ROI is classified as nodule (or) non nodule by using linear SVM classifier.
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1. INTRODUCTION

Lung cancer is primary cause of cancer death in the world. Lung cancer mainly occurs in older people about 2 out of 3 people diagnosed with lung cancer are at the age 65 years (or) older, fewer than 2% of all cases are found in people younger 45. Survival rate of the patient can be improved greatly, if the disease is identified at the earliest. Performing posterior and anterior chest radiograph is the first step in the diagnosis, if a patient shows symptoms that may suggest lung cancer, because of its simplicity low cost, low X-Ray dose. Computer tomography scans can also be used, but it is not recommended because of high radiation dose and high cost. Despite its advantages interpreting abnormalities in a PA chest radiograph is difficult; sometimes even radiologists can fail to detect nodules on chest radiographs, because of its complexity:

The complexities in detecting lung nodules from radiographs are:

1. Nodule size will vary widely in radio graphs. Nodule diameter ranging from few millimeters to several centimeters.
2. Some nodules are only slightly denser than the surrounding lung tissue (less visible).
3. Nodules can appear anywhere in the lung field, and can be obscured by ribs and structures below the diaphragm and heart.
(radiographs are projection images contains superimposed structures).

(4) Nodules attached to the vessels and look like vessel

Particularly for the above said reasons, from past decades various computer algorithms have been developed. System developed by using these algorithms is called computer aided diagnosis system. These CAD systems help the radiologists in detecting abnormalities in chest radiographs by highlighting suspicious regions.

The first step in computer aided diagnosis schemes of lung tumor proposed in the literature is the segmentation of the lung field, because segmentation will restrict the processing area of subsequent algorithms. Lung segmentation is the definition of the lung area to be detected and delineated.

Methods presented for segmentation of the lungs, in the literature followed two main approaches rule based segmentation and pixel based classification. Rule based methods apply a sequence of image processing operations, such as filtering, thresholding and morphological operations to delineate the lung field boundary. Rule-based schemes have been proposed by Armato et al. [13], Xu et al.[14], X. W. Xu and K. Doi, [15], J. Durvea and J. M. Boone [16], E. Pietka [17], and M. S. Brown, L. S.Wilson, B. D. Doust, R.W. Gill, and C. Sun. [18]. In pixel classification each pixel in the image is individually classified as lung/no lung based on features such as image data magnitude, location and local texture measures. Pixel classification using neural networks has been investigated by M. F. McNitt-Gray, H. K. Huang, and J. W. Sayre. [19] and Tsuji et al. [20]. Vittitoe et al. [21], [22] developed a pixel classifier for the identification of lung regions using Markov random field modeling. Van Ginneken and Haar Romeny proposed a hybrid method improved Active Shape Modeling Technique) that combines a rule-based scheme with a pixel classifier [23]. Lung fields can also be segmented manually by selecting region of interest, (or) by using lung masks available at JSRT databases [1].

Next step in computer aided diagnosis for chest radiographs is tumor detection. So many researchers have proposed different methods in the literature for finding tumor; none showed the perfect results, because of anatomical structure complexity in the radiograph.

The complexity anatomical structure( rib crossings, rib and vessel crossings, and rib and clavicle crossings and also due to end on vessels ) and subtlety of the nodule in the image are reasons for getting more number of false positives per image.False positive finding is not a nodule but it is interpreted as a nodule (or) lesion.

For nodule detection in the literature pixel based classification and feature based classification methods has been proposed. In feature based classification method, initially suspicious nodule regions are segmented from the chest radiograph. Based on features from each suspicious region; regions are classified into potential nodule (or) non nodule regions. In pixel based classification directly pixels values of chest radiograph are used for finding potential nodule. In these methods since pixel values used directly for finding nodules, these methods avoids errors caused due to segmentation of suspicious regions and feature calculations.

Feature based classification methods proposed by J.Wei,Y.Hagihara et al. [30] , Rui teixeiro Ribeiro [31], Junji Shiraishi Qiang Li et al. [32], Russell C. Hardie et al. , [35].

Rui teixeiro Ribeiro [31], proposed a method where suspicious nodule regions are found by using multi scale blob detection method later potential nodule is found by using SVM classifier with the help features calculated from each suspicious region.

Junji Shiraishi Qiang Li et al. [32] developed CAD scheme where entire chest radiograph divided in to blocks of fixed size called Region of interest. By using average radial-gradient filtering technique, initial nodule candidates are enhanced, features are calculated from original image, nodule enhanced image and contra lateral subtraction image. Resultant features are used for detecting potential nodule by using ANN.

Russell C. Hardie et al. , [35] presented a scheme, in which new weighted-multi scale convergence index nodule candidate detector is proposed for nodule candidate detection. Adaptive distance-based thresholding was used for nodule segmentation. For each segmented nodule candidate features are calculated.Fisher linear discriminate classifier is used for finding
potential nodule candidate using features calculated earlier. The CAD system which uses pixel based classification proposed by Zhenghao Shi et al [33], Kenji Suzuki et al[34]. Zhenghao Shi et al [33], presented a scheme where nodule candidates are suspected by using Eigen values of Hessian matrix. Rule based classifier and Multi Massive trained SVM classifier was proposed to reduce the number of false positives and to find potential nodule. Kenji Suzuki et al [34] proposed a method, in which difference imaging technique and multiple gray-level thresholding technique has been used to find initial nodule candidates. Rule based and linear-discriminant classifiers were used for reducing false positives. Later for reducing false positives further and to find potential nodule candidate Multi Massive Trained ANN has been employed. In this scheme at the beginning feature based classifier were used to find the potential nodule candidate, later MTANN pixel based classification method has been used to reduce number of false positives and to find potential nodule candidate.

Some methods in the literature make use of subtraction technique for nodule detection, in these methods initially nodule enhanced image is obtained, by filtering the image with nodule like filter, later back ground is subtracted, subsequently nodules are found by multi level thresholding [29].

In this paper attention paid to find nodule candidates including subtle and more subtle nodules from posterior and anterior chest radiographs using Restricted Boltzmann machine and SVM classifier.

In this scheme for training and testing, pixel values of the image patches were used. During training process, from each image patch, with the help of Restricted Boltzmann machine features are obtained. These features are used to train SVM classifier. Restricted Boltzmann machine is parameterized model; it can learn probability distribution of target, based on samples from the unknown target distribution. Training RBM means adjusting its parameters in such a way that probability distribution of the machine represents training data distribution. Parameters changed during training are weights and biases of visible and hidden neurons. These parameters were used as features for classification, in this paper visible unit bias values considered as features from RBM.

For testing image patches i.e. to differentiate image patch as nodule patch and non nodule patch. Each patch of particular image is given as input to the RBM. Visible neuron bias values of the RBM considered as features for the patch. Using SVM classifier, by using above obtained features particular patch is classified as nodule (or) non nodule patch.

The whole proposed method has been developed and tested on the radiographs of the standard database acquired by the Japanese society of radiological Technology. Initially images have been down sampled to dimension 512*512 pixels. This size has been chosen in order to reduce computational costs of the algorithms without losing any much details of the image.

The enhancement and Segmentation are discussed in section 2. Lung patch feature extraction and classification described in section 3. Results and conclusion are discussed in section 4 and 5.

2. ENHANCEMENT AND SEGMENTATION

Images for processing chosen from JSRT data base. Original image having low contrast, further processing on the same image will give undesired result; contrast of the image must be enhanced. For increasing the contrast of the image, local contrast enhancement method is used. Which normalize the contrast within the image and across all the images [35]

\[ y(m,n) = x(m,n) - \mu(m,n) \]  \[ (1) \]
σ(m;n) is the input image.
y(m;n) is the local contrast enhanced image.
μ(m;n) is the local mean estimate.
σ(m;n) is the local standard deviation estimate.

μ(m;n) is calculated by

\[ μ(m;n) = x(m;n) * h(m,n); \]  \[ (2) \]

h(m;n) is the Gaussian low pass filter response with standard deviation 16.
The local standard deviation is computed by

\[ σ(m;n) = \sqrt{X^2(m;n) * h(m,n) * μ^2(m,n)} \]  \[ (3) \]

Next step in nodule detection is segmentation of the lung region from chest radiographic images. Lungs are segmented in order to reduce the processing area of the image. Segmented lungs obtained by multiplying original image with standard mask (shown in Fig 1b) available at JSRT database. Segmented lungs are shown in Fig: 1c

In this proposed method region based classification is employed so entire segmented lung region (visible lung region) is divided into fixed 64*64 size ROI’s. After dividing the lung region into image patches (ROI’s) each ROI classified into nodule (or) non-nodule patch, as explained in the following section.

3. LUNG PATCH FEATURE EXTRACTION AND CLASSIFICATION
Each image patch was classified into nodule (or) non-nodule patch by using Restricted Boltzmann machine and SVM classifier.

3.1 Restricted Boltzmann Machine
RBM is a probabilistic artificial neural network, which can learn a probability distribution of its input datasets. RBM’s are effective feature extractors from images, for classification. In this scheme RBM is used to learn the probability distribution of the lung image patches.

RBM consists of two layers of neurons, namely visible layer and hidden layer. Each neuron in one layer connected to neuron in other layer, but neurons in the same layer are not connected. Connections between the layers are symmetrical and bidirectional that means information flows in both directions during usage of the network. Connection between the layers associated with weights. Each neuron in both the layers consists of bias values.

Training of the RBM performed using contrastive divergence algorithm. Training RBM means adjusting its parameters in such a way that probability distribution of the machine represents training data distribution. Parameters changed during training are weights and biases of visible and hidden neurons. Training starts by locating the states of the visible units to a training vector. Then states of the hidden units are calculated parallel by using following equation

\[ P(h_j=1|v) = \sigma( b_j + \sum_i v_i w_{ij}) \]  \[ (1) \]

where \( \sigma(x) \) is the logistic sigmoid function

\[ \sigma(x) = 1/(1 + \exp(-x)) \]  \[ (2) \]

Once states of the hidden units are calculated, a reconstruction is produced by setting states of visible units with a probability given by the following equation.

\[ P(v_i=1|h) = \sigma( a_i + \sum_j h_j w_{ij}) \]  \[ (3) \]

Then change in a weight is then given by

\[ \Delta W_{ij} = E(v_i,h_j)_{data} - E(v_i,h_j)_{recons} \]  \[ (4) \]

A simplified learning rule which uses states of the individual units is used for updating biases.

Where \( v_i \) are the states of visible unit, \( h_j \) are the states of the hidden unit, \( a_i, b_j \) are their biases and \( w_{ij} \) are the weights. And the updated weight matrices and bias matrices of the RBM networks are the features.

3.2 Image patches training and testing
The size of the lung patch used for classification is 64*64. This size for the patch chosen based on investigational results. RBM constructed with 64 visible and 16 hidden neurons. Here visible neuron bias values considered as features. During training RBM trained with different nodule and non-nodule patches. As said above training means changing the weights and biases. Linear SVM classifier trained with features (visible neuron bias values) obtained from RBM.

For testing image patches, same RBM is used. RBM is trained with image patch to be tested. With the help of features obtained from RBM by using SVM classifier image patches classified as nodule and non-nodule patch.
3.3 SVM classifier
Support vector machine is based on statistical learning theory; it is a supervised learning algorithm. SVM was introduced by Vapnik in 1979, mostly used for data analysis and pattern recognition. SVM creates a hyper plane between the classes of data indicating which class particular set of data belongs to. Initially machine is trained to understand the structure of the input data. Input data is classified based on training examples. Largest margin between the two classes indicates the best hyper plane for SVM. If data is linear a separating hyper plane used to divide the data. For inseparable data nonlinear kernels are used to separate the data. Different kernel functions are.

4. RESULTS
This proposed method has been tested on JSRT data base. The results obtained are equivalent to results mentioned at the JSRT database. This technique can work even with low contrast images. In this proposed algorithm initially as a preprocessing step, size of the image reduced to 512*512.After that visible lung region segmented from Posterior and Anterior chest radiograph by using mask available at JSRT database (shown in Fig 1d). Each image is divided in to 64*64 fixed size lung patches (shown in Fig 1c). Proposed scheme trained initially with nodule patches and non nodule patches. Using the trained system images patches in the image, tested to find a patch contains potential nodule (Final result shown in Fig 1f). Fig (1) shows the entire process of nodules detection.

With this scheme 54 images from JSRT data base used for testing. Out of 54 images, we could able to detect potential nodule from 34 images with 8 false positives per image. System works with sensitivity of 62.96% with 8 F.P /image. For training the scheme, 22 nodule patches and 49 non nodule patches from different images has been used.

Figure 2 nodule and non nodule patches detected by the system. Nodule patches represented here with their number in JSRT database. Figure 2 shows system can able to detect the nodules present anywhere in the patch (irrespective of their position in the patch), it can also detect nodule which are having very dull appearance in the image (JPCLN001).

System also can detect the nodule which are attached the vessels (JPCLN023), and it can also detect the nodules which are having different shape (JPCLN016) (i.e. nodule need not be circular).

![Image 1(a)](image1a)
![Image 1(b)](image1b)
![Image 1(c)](image1c)
![Image 1(d)](image1d)
![Image 1(e)](image1e)
![Image 1(f)](image1f)

**Fig 1:** shows entire process of nodule detection Fig (1a) original image (PA chest Radiograph), Fig (1b) enhanced version of original image, Fig (1c) lung mask from JSRT data base, Fig (1d) segmented visible lung from PA chest radiograph Fig(1e) segmented lung divided into
fixed 64*64 size blocks, Fig (1f) resultant output after classification
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JPCLN001    JPCLN006            JPCLN014

JPCLN016          JPCLN023            JPCLN044

Fig 2 nodule and non nodule patches detected by the system. Image patches represented here with their number in JSRT database. Fig 2(a) nodule patches Fig 2(b) non nodule patches

6. CONCLUSIONS

The proposed method is tested on subtle and very subtle nodules. Proposed scheme can detect the nodule having different shapes, and even if their appearance very dull in the image. System can also detect the nodules appear anywhere in the patch, it can also detect the nodule attached to the vessels. After processing the image patches, nodule appearance and characteristics of the nodule in the image patch are not changed. Number of false positives per image occurring in this scheme is due to rib patterns, existing in the patches. We may decrease the number of false positives, by applying this scheme on rib eliminated images and also by choosing the image patches for training the RBM selectively.
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