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Abstract 
In this paper presents a novel method to 
classify voiced and non voiced speech 
segments based on the three features by 
extracted by analyzing the speech signal in 
time-frequency domain. The EMD method 
decomposes the speech signal into a set of 
intrinsic mode functions (IMFs) which is a 
set of narrow-band amplitude and frequency 
modulated components. The Zero Crossing 
Rate (ZCR) of IMF is used as a first feature. 
Using Discrete Wavelet Transform (DWT) 
speech signal decomposed into sub bands, 
Sub-band Energy (SBE) is calculated for a 
particular band is used as second feature. 
Short-Time Average Magnitude Difference 
Function ST-AMDF is taken as third feature.  
In the process of classification of the voiced 
and Non-voiced speech segments these 
extracted features have been used as input to 
SVM (support vector machines) model, 
which is used for classification of Voiced and 
Non-voiced speech segments in the speech 
signal.  
The classification algorithm was evaluated 
and the results were encouraging as the 
classification accuracy of voiced and 
unvoiced speech segments was greater than 
96.15%. It is observed that the algorithm 
presented in this paper is capable of 
delivering higher performance in terms of 
classification accuracy than the other 
existing classification algorithms. 
Keywords: Speech signal classification. 
Voiced-Non voiced, Empirical mode 
decomposition, Sub-band energy, AMDF, 
Support vector machine. 

I. Introduction 
Speech is the primary means of communication 
between humans and it is the dominancy of this 
medium that motivates research efforts to allow 
speech to become a viable human computer 
interaction [1]. The ability of machine to 
identify words or phrases of a spoken language 
and convert them in to machine readable 
format, so that speech can be given as input to 
machine is called Speech recognition. 
With the rapid evolution of computer hardware 
and software, speech recognition has gained 
considerable interest in many fields like medical 
services, voice activated telephone exchange, 
industrial control, banking services, every side 
of society and people’s lives. 
The classification of speech signal into voiced, 
unvoiced segments provides a preliminary 
acoustic segmentation for speech recognition. 
The vibration of vocal folds produces periodic 
or quasi-periodic excitations to the vocal tract 
for voiced speech Voiced speech consists of 
more or less constant frequency tones of some 
duration. Whereas pure transient and or 
turbulent noises are aperiodic excitations to the 
vocal tract for unvoiced speech [2]. Unvoiced 
speech is non-periodic, random-like sounds. In 
recent years considerable efforts has been spent 
by researchers in solving the problem of 
classifying speech into voiced unvoiced 
segments [3-5]. 
The main aim of this classification is to extract 
only the voiced segments from the speech 
signal so that it improves the performance of 
speech recognition system. 
The first step in any speech processing system 
is the extraction of features from the speech 
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signal. There are several parameters in speech 
signal; these parameters can change to different 
degrees in voiced-unvoiced segments. Using 
these parameters we can detect voiced and 
unvoiced region of the speech [6]. 
Energy is a simple measure of the loudness of 
the signal.  This energy based method assume 
that speech is always louder than background 
noise and then assign the high-energy frames to 
speech and lower ones to unvoiced frames [7]. 
However, when the loudness of speech and 
noise are of similar levels for example due to 
the increasing background noise in the 
environment or during soft speech segments the 
simple energy feature fails to discriminate 
voiced and unvoiced speech segments. Noise 
robustness can be improved by combining 
energy-based features with other features, such 
as zero-crossing rate (ZCR) [8], or the line 
spectral frequency (LSF). Generally, these 
features work well with the speech recorded in 
silence or speech with high SNR value. 
However, when SNR falls below 10 dB or 
under high noise level, the discriminative power 
of this algorithm drops drastically.  
Many earlier approaches consider the relative 
power of speech over the estimated noise across 
the different frequency bands of the spectrum to 
increase the discriminative power even under 
noisy condition. A number of researches 
focused on the auto-correlation of the signal to 
search for self-repetition components in the 
speech [9], such as Maximum Autocorrelation 
Peak, Autocorrelation Peak Count [10], which 
counts the number of peaks found in a range of 
lags. Auto-correlation-based features would fail 
under environments that contain repetitive noise 
such as motor and car noise, because the loudest 
frequency component is usually the noise itself.  
In the most of existing methods of 
classification, only one feature is selected for 
discriminating between voiced and unvoiced 
speech segments. Such a method can only 
achieve limited accuracy because the value of 
any single parameter usually overlaps between 
categories, particularly when the speech is not 
recorded in a high fidelity environment. So, it 
becomes difficult to differentiate between 
voiced and non voiced speech segments using a 
single parameter. This leads to the motivation 

for more noise-robust techniques to increase the 
discriminating power. 
The main contribution pursued in this 
investigation is to propose a generic optimal 
methodology to improve the accuracy of 
classification of the voiced and unvoiced speech 
samples. In this work 3 features are extracted by 
analyzing the speech signal in time-frequency 
domain. Intelligent models are developed using 
Support Vector Machines (SVM) to classify the 
given speech sample into voiced and unvoiced 
parts and this model is validated through 
experimental studies.  
The remainder of the paper is organized as 
follows. Section 2 provides the details of 
preprocessing of speech signal. Section 3 to 
Section 6 explains the process of selecting 
several differential features with the 
consideration of discriminating between voiced 
and non-voiced speech segments.  
 
II Speech Signal Preprocessing 
If the speech signal is very much affected by the 
noise, preprocessing is required. Preprocessing 
of speech signal serves various purposes in any 
speech processing application. It includes noise 
removal, pre-emphasis, windowing and framing 
etc. Windowing and Framing Speech is highly 
variable in nature, so, rather than working on 
the whole signal of speech it is divided into 
frames and the process is termed as 
segmentation, which is the basic necessity of 
any speech processing system [11].  
But, during segmentation of speech signal it 
might happen that the feature may split into 
two: half appears in one frame of the signal and 
the other half in another frame. The complete 
feature may not appear in a single analysis 
window and may have effectively been hidden. 
To overcome this problem, segmentation of 
speech signal is done with overlap as shown in 
Figure 1, to minimize the distortion.  
The most widely used window for speech signal 
segmentation is hamming window, as it 
introduces least amount of distortion [11]. A 
typical hamming window is defined by 
ுݓ

ൌ ൝ 0.54 െ 0.46 ∗ cos ൬
݊ߨ2
ܮ െ 1

൰												 0  ݊  ܮ െ 1

݁ݏ݅ݓݎ݄݁ݐ																																																																				0
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Figure 1 Speech segmentation with overlapping 

Speech is processed frame-by-frame in 
successive windows until entire region of 
speech is covered by at least one such frame. 
Results of analysis of individual frames are 
used to derive the model parameters for SVM 
classifier. 
 
III. Feature Extraction 
Features are the individual measurable 
properties of the phenomena being observed. At 
the foremost, speech signals are analyzed to 
collect features using which we can distinguish 
the voiced and non-voiced speech samples. The 
selection of features from a signal is 
application-specific and there is no specific 
procedure to select features from a signal. A 
signal feature which is selected should be able 
to.  
 Clearly discriminate between voiced and 

non-voiced segments in speech.  
 Robustness against background noise.  

Choosing an independent feature for 
discriminating the voiced and non-voiced 
segment is very important for the successful 
classification. 
In the process of signal feature selection, 
normally there is a trade-off between the 
computational time required for that feature and 
desired accuracy. In case of high precision and 
highly accurate signal feature, it may demand 
more computational time. So, while selecting a 
signal feature it is required to consider all the 
above mentioned aspects. In the present work, 
totally three features are selected by analyzing 
the signal both in frequency and time domain.  
 Imfs Zero crossing rate  
 Sub-band energy 
 Short-time AMDF 

IV Imfs Zero Crossing Rate  

Zero-crossing rate is a crucial parameter for 
voiced non-voiced classification. Voiced speech 
is produced because of excitation of vocal tract 
by the periodic flow of air at the glottis and 
usually shows a small zero-crossing count, 
whereas the unvoiced speech is produced by the 
shriveling of the vocal to cause tumultuous 
airflow which results in noise and shows a large 
zero-crossing count. 

In the connection with discrete-time signals a 
zero crossing is said to occur if successive 
samples have different algebraic signs. Zero-
crossing rate is a measure of number of times in 
a given time interval that the amplitude of the 
speech signals passes through a value of zero. 
Successive samples have different algebraic 
signs, so ZCR can be determined using equation 
[12]. 
ࡾࢆ ൌ ∑ ሻሿሺ࢞ሾࢍ࢙| െ ሺ࢞ሾࢍ࢙ െஶ

ୀିஶ
ሻ|࢝ሺ െሻ     
             (2) 

ሻሿሺ࢞ሾࢍࡿ ൌ ൝
												࢞ሺሻ  

	
െ										࢞ሺሻ ൏ 0

 

The rate at which zero crossings occur is a 
simple measure of the frequency content of a 
signal and also it is an indicator of the 
frequency at which the energy is concentrated 
in the signal spectrum. 
In most of the existing method zero crossing 
rate is found directly on the recorded speech 
signal. In this work the speech signal is 
decomposed into a sum of the band limited 
functions called intrinsic mode functions 



 
INTERNATIONAL JOURNAL OF CURRENT ENGINEERING AND SCIENTIFIC RESEARCH (IJCESR)   

 

 
  ISSN (PRINT): 2393-8374, (ONLINE): 2394-0697, VOLUME-4, ISSUE-12, 2017 

16 

(IMFs)[15-16]. A suitable IMF is selected and 
its zero crossing rate is determined.  
Although speech signal is non-stationary in 
nature, in most of the existing algorithms the 
Fourier transform or wavelet transform are used 
for speech signal decomposition, those 
transformations assume that it is piecewise 
stationary and decomposition is done by fitting 
some predefined bases without satisfying its 
non-stationary nature. In this work a new 
technique called Empirical Mode 
Decomposition (EMD) is used. This technique 

is first introduced by N E Huang et al this 
technique is used to decompose any non-
stationary and nonlinear signal into oscillating 
components called IMFs [7, 8]. The main 
advantage of using EMD is that it is an 
automatic decomposition and fully data 
adaptive. 
In this paper sixth IMF of the speech signal is 
considered and the ZCR of this IMF is as shown 
in Figure 2. When ZCR is greater than a 
threshold, the selected speech segment is 
labeled as unvoiced and voiced otherwise. 

  

 
 

Figure 2. Speech sample 1 and its Zero crossing rate
 

 
 

Figure 2b. Speech sample 2 and its Zero crossing rate
V Sub-band Energy (SBE) 
Energy of a speech is another parameter for 
classifying the voiced non-voiced parts of 
speech. The voiced part of the speech has high 

energy because of its periodicity and the 
unvoiced part of speech has low energy so this 
parameter can be used to differentiate voiced 
and unvoiced segments in speech [12]. 
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In this paper, wavelet sub-band energy has been 
proposed as one of the parameter for 
classification of speech signal into voiced non-
voiced segments. The Discrete Wavelet 
Transform (DWT) is applied to extract the 
wavelet coefficients of the speech signal.  
From the obtained wavelet coefficients sub-
band energy SBE is calculated as given in 
equation.  

ܧܤܵ ൌ|ܥ|ଶ


ୀଵ

																																									ሺ3ሻ 

Where C represents wavelet coefficients, i 
represent sub-bands and K is the total number of 
coefficients in the sub-band. This sub-band 
energy is used as one parameter to classify the 
speech segments into voiced and non-voiced 
components as shown in Figure 3. 

 

 
 

Figure 3a. Speech sample and its Subband Energy
 

 
Figure 3b. Speech sample 2 and its Subband Energy 

VI Short time AMDF(ST-AMDF) 

The Average Magnitude Difference Function 
(AMDF) [17] is a variation of Autocorrelation 

Function (ACF). In ACF input signal is 
correlated at various delays and it involves 
multiplications and summations. But, AMDF is 
implemented with subtraction, addition, and 
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absolute value operations, calculations require 
no multiplications, this is a desirable property 
for real-time applications.   
Short-time Average Magnitude Difference 
Function is defined as: 

௪ሺ݇ሻݎ ൌ  ௪ሺ݉ݔ|  ݇ሻ െ |௪ሺ݉ሻݔ
ேିିଵ

ୀ

 

(4) 
Plot of AMDF for different speech samples is as 
shown in Figure 4 

 
 

Figure 4a. Speech sample 1 and its AMDF 

 
Figure 4b. Speech sample 2 and its AMDF 

VII Support Vector Machine 
Support Vector Machines (SVM) are set of 
related supervised learning methods used for 
classification and regression [18]. The Support 
Vector Machine (SVM) was first proposed by 
Vapnik and has since attracted a high degree of 
interest in the machine learning research 
community. Several recent studies have 

reported that the SVM generally are capable of 
delivering higher performance in terms of 
classification accuracy than the other data 
classification algorithms. 
They belong to a family of generalized linear 
classification. A special property of SVM is that 
they simultaneously minimize the empirical 
classification error and maximize the geometric 
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margin. So, SVMs are called maximum margin 
classifiers. SVMs map input vector to a higher 
dimensional space where a maximal separating 
hyperplane is constructed, then SVM finds a 
linear separating hyperplane with the maximal 
margin in this higher dimension space. 

SVM has shown good performance in data 
classification. Its success depends on the tuning 
of several parameters to select the best 
parameter set. Then apply this parameter set to 
the training dataset and then get the classifier. 
After that, use the classifier to classify the 
testing dataset as shown in Figure 5. 

 
Figure.6 SVM plot to classify the speech samples 

 
Table 1: Voiced/unvoiced decisions speech samples using different algorithms. 

Speech Signal Decision 

IMF ZCR Sub-band 
Energy  

AMDF SVM 

Voiced Non 
voiced

Voiced Non 
voiced

Voiced Non 
voiced

Voiced Non 
voiced 

“He was  
wounded in the 
arm “ 

46 12 47 11 52 6 50 8 

“He left again 
and the Club 
caught him 
once more “ 

80 18 54 44 73 25 75 23 

“We are now 
good friends “ 

53 3 39 17 39 17 41 15 

Conclusion 
The main purpose of this paper is to propose 
the use of the multiple speech parameters for 
classification of speech signals into voiced 
and non-voiced segments to make the system 
more noise-robust and accurate. So, in this 
work three features are extracted by analyzing 
the signal in time-frequency domain and these 
features are given as input to SVM model for 
training the classifier. The classifier is used to 

classify the test signal into voiced and non-
voiced segments. 
The comparative study of classification 
accuracy between using single parameter and 
SVM based method using many parameters is 
shown in Table 1 
It is observed that, the proposed method 
attains increased reliable identification results 
and better detection accuracy than the 
existing methods. The classification accuracy 
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obtained by using proposed method is 
98.33%. 
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