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Abstract 
One of the main reasons for increase in 
mortality rate of woman is breast cancer. 
Accurate early detection of breast cancer 
seems to be the only solution for the diagnosis. 
In the field of breast cancer research, many 
new computer aided diagnosis systems have 
been developed to reduce the diagnostic test 
false positives because of the subtle 
appearance of the breast cancer tissues. This 
paper investigates a new approach for the 
breast cancer classification system using 
mammogram images. The proposed method 
uses Cuckoo Search based feature selection 
algorithm to select optimal feature split 
points. Classification is based on decision tree 
classifier based on association rule 
agreements. The experimentation of 
proposed method on MIAS database resulted 
in classification of normal and abnormal 
cancerous mammogram The result proves the 
efficacy of the proposed method in classifying 
task. 
Index Terms: Breast cancer, digital 
mammography, Cuckoo search, Decision tree 
classifier, Association rule 

I. INTRODUCTION 

  In the modern hi-tech era, the innovations made 
in the field of medical diagnosis are astonishing. 
New technologies have been incorporated with 
medical tools for enhancing the diagnosis 
performance. Nonetheless, mortality rate of 
women because of the breast cancer is 
alarmingly increasing in the recent years 
[12-13].Breast cancer is considered to be the 
second leading cause for cancer death in women 
[3]. Accurate early detection of the breast tissue 

abnormalities is an effective way to reduce the 
high mortality rate in women. Since the early 
detection is concerned with the matter of life and 
death, numerous screening programmes have 
been initiated in the last few years [14]. Among 
them, mammography appears to be the apt 
screening practise. In mammography screening, 
X-ray images of the breast are taken and 
examined by the renowned cancer specialist 
doctors. The significant advantage of the 
mammography screening is detection of breast 
on asymptotic women [15]. And so, 
mammography screening is well-thought-out to 
be the best among the available and gold 
standard for breast cancer screening. In a survey, 
it have been found that nationwide mammogram 
screening programs reduced the breast cancer 
mortality of about 5% in developed countries 
[16]. Generally, masses and calcifications are the 
two abnormalities present in the mammogram 
images. Mammogram interpretation is a 
repetitive task which requires maximum 
attention for avoidance of misinterpretation [9]. 
The efficiency of the mammography screening 
varies because of different varying factors such 
as breast density, quality of mammogram, 
knowledge of radiologist etc. [17]. Double 
reading is an effective way to increase the cancer 
detection rate [17]. A valuable and lifesaving 
automated tool for breast cancer screening using 
mammogram image is obligatory. Hence in this 
paper an attempt is made to enhance the 
classification accuracy of mammogram. 

This paper is organized as follows. Following 
the immense introduction about the breast cancer 
and diagnosis system, literature of the existing 
works related to the breast cancer diagnosis 
system using mammogram images is presented 
in section 2 highlighting the benefits and 
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shortcomings. In section 3, detailed description 
about the proposed methodology is discussed. 
Section 4 discusses the experiments and results 
achieved. Finally, section 6 concludes the paper. 

II. LITERATURE REVIEW 

U. Raghavendra et al [1] have demonstrated an 
automated classification approach for the breast 
cancer diagnosis using the digitized 
mammogram images. Gabor wavelet transform 
method for the feature extraction and Locality 
Sensitive Discriminant Analysis method for 
feature data reductionis used in their approach. 
Subsequently, the reduced features were ranked 
based on their F-values and fed into the hybrid 
classifier for classification. The propose method 
had the ability to provide cross verification to 
manual diagnosis. But computational 
complexity of the classifier selection makes it 
unfeasible for real time applications. A diagnosis 
technique using association rule mining was 
presented by Aswini Kumar Mohanty et. al. [2] 
classification of mammogram images containing 
normal and cancerous breast tissues in three 
processing steps is done. In the first step, ROI 
was extracted, followed by feature extraction in 
the second step. In the third step, using the 
association rule mining, new rules were 
generated classifying the cancerous breast 
tissues. The efficiency of this method was found 
to be better. However, variation in the database 
affects its performance. A breast cancer 
classification method for diagnosis using data 
mining approach was proposed by Joana Diz et 
al. [3]. The mammogram features were extraced 
from the images and classified using data mining 
algorithm. The classified features were fed into 
hybridised classifier comprising different 
classifiers. Sami Dhabi et al. [6] have used 
curvelet transform for the feature extraction. 
After extraction, the best features for 
classification were selected based on the t-test 
ranking technique. Finally, K-nearest neighbour 
classifier was used classify and distinguish the 
normal and abnormal mammogram. The 
experimentation of their approach resulted in 
better accuracy but some information loss in 
curvelet based feature extraction degrades the 
performance. Chisako Muramatsu et al. [7] have 
proposed a new texture feature for the breast 
cancer diagnosis. The feature developed was 
ROI-based feature, namely, radial local ternary 

patterns (RLTP), which takes into account the 
direction of edge patterns with respect to the 
centre of masses for classification of ROIs for 
benign and malignant masses. Breast cacner 
diagnosis method using shape based features 
was demonstrated by Subrata Kar and D. Dutta 
Majumder et al. [8]. In this method, neuro fuzzy 
classifier was used to classify the breast tissues 
containing masses and microcalcification. The 
classification rate seems appealing, but the 
computational complexity seems knotty in this 
approach. 
 Kohei Nishimura et al. [9] investigated on a 
breast cancer diagnosis method by constructing 
Multidimensional scaling (MDS) similarity map. 
The similarity map was created by using 
similarity ratings. Using the similarity mapping, 
the discrimination of benign and malignant 
tumor tissues was performed in this method. One 
of the limitations in the similarity map was that, 
only a small number of cases in each pathologic 
type were used for the experiment. Mohamed 
Meselhy Eltoukhy et al. [10] have presented a 
method for breast cancer diagnosis in digital 
mammogram using SVM classifier. They have 
obtained the classification based on the 
following procedure: Initially, a matrix was 
constructed based on wavelet and curvelet 
energy of image, followed by feature extraction 
using statistical t test method. Then feature 
reduction was performed using a dynamic 
threshold value. Finally, SVM was used to 
classify the normal and abnormal breast cancer 
tissues and to distinguish between benign and 
malignant tumors. The experimentation of their 
method resulted in better classification accuracy. 

 
     III MAIN METHODOLOGY  

The steps involved in the proposed methodology 
are as follows: 

Step 1- Pre-process the mammogram. 
Step2- Extract the features form mammogram. 
Step3- Select relevant features form 

mammogram using cuckoo search algorithm. 
Step4- Generate association rules form the 

extracted features.  
Step5-Classifiy the mammogram as normal or 

cancerous.  
              Algorithm 1.  System Workflow  
 
As given in the algorithm above, mammogram 

images form MIAS [28] database are 



                                                                                
INTERNATIONAL JOURNAL OF CURRENT ENGINEERING AND SCIENTIFIC RESEARCH (IJCESR)     

 

 
  ISSN (PRINT): 2393-8374, (ONLINE): 2394-0697, VOLUME-4, ISSUE-8, 2017 

83 

 

preprocessed by cropping and resizing. 
Pre-processing improves the accuracy and speed 
of the diagnosis process. In second step 
mammogram features are extracted for 
classification. Cuckoo search algorithm is used 
to select the relevant features from the selected 
features and association rules are generated 
which are further used for classification purpose.  

A. Pre-processing  

 
Figure 1. Mammogram before cropping and 

resizing  
 

 
Figure 2. Mammogram after Pre-processing 
 
A typical mammogram contains some labels 

and patient textual data which need to be 
removed for further processing.  

 
B. Feature Extraction  
Feature extraction is the crucial step in the 
proposed methodology. The nature of the 
different classes of the mammogram images is 
observed only based on the extracted features. 
Here, the texture features along with wavelet 
and PCA features of the images are extracted. 
The proper diagnosis procedure needs 
discriminative features which provide better 

classification. Moreover, the performance of 
the classifier depends on the choice of the 
feature extracted and the feature selected. 
Figure 3 depicts the feature extraction 
procedure in proposed diagnosis methodology. 
 

 
 
                        Figure 3. Feature Extraction  
 
The textural features are considered 

significant because the difference in the density 
of the breast tissue is captured in the 
mammogram in the form of texture variations. 
Furthermore, there is no need of image 
segmentation for feature extraction. The texture 
features are extracted from the images from the 
co-occurrence matrixes [24]. The index of the 
co-occurrence matrices corresponds to the pixel 
value of the grey level image. After the 
co-occurrence matrix creation, the 
corresponding feature descriptors are calculated. 

The wavelet transform is one which provides 
better representation of the image which makes 
it apt for analysis of the image. The wavelet 
feature has the advantage of keeping both the 
time and frequency information. The wavelets 
features are extracted from the image by the 
application of the discrete wavelet transform 
[22]. 

PCA feature is extracted from the image on 
application of PCA. The PCA as feature 
extraction provides uncorrelated feature of the 
image. In this approach, a single coefficient 
vector of size 1xM is computed using the 
principal components analysis for input image 
[23]. 

C. Feature Selection  

The feature selection is the process of selecting 
the relevant feature from the continuous values 
of extracted features for the classification 
purpose. The feature selection reduces the vector 
size of the extracted feature increasing the speed 
of the process in the classification phase. In this 
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approach, feature selection is performed using 
Cuckoo Search algorithm 
Cuckoo search algorithm is a Meta heuristic 
optimization algorithm which is based on the 
brood parasitic behavior of the cuckoo bird and 
levy flight behavior of some birds and fruit flies. 
The cuckoo birds lay eggs in a randomly selected 
host bird’s nest. The cuckoo birds remove the 
eggs of the host bird egg from the nest to 
increase the survival probability.  

D. Association Rule Generation  

An association rule is an expression, where P 
and Q are itemsets QP . The meaning of the 
rule is natural. For a transaction database D 
containing T transaction, the rule 

QP expresses the fact that whenever a 
transaction T contain itemset P, then T also 
contains the Q (probably). In the proposed 
methodology, association rules are generated by 
submitting the transaction representation of each 
image to the apriori algorithm. Apriori is one of 
the association rule generation algorithm. The 
association rule generation using apriori 
algorithm is explained in [21]. In this work, the 
apriori algorithm scans the transaction database 
D and generates the rule. Furthermore, the rules 
are evacuated using the two key parameters lift 
and conviction ratio. They are formulated below; 
Lift: 
Lift of a rule of itemset P and Q is defined as; 

   
   QSupportPSupport

QPSupportQPLift



   ----(1) 

 
 
Conviction Ratio: 

The conviction ratio of a rule of itemset P and Q 
is defined as; 

   
 QPConfidence1

QSupport1QPRatioConviction



 -

---- (2) 

Here, 
R

QP
Support


 is defined as the support 

count of itemsets P and Q in transaction database 
to total number of transaction and 

P
QP

Confidence


  is defined as the support 

count of itemsets P and Q divided by the support 
count of itemset P in the transaction database. 
The association rules are generated limiting the 
conviction ratio and lift value to maximal values. 
Let Rk be the number of the association rule 
generated using the lift and conviction ratios. 

E. Classification  

  The classification is based on the decision tree 
classifier [21]. The test images are classified into 
normal and abnormal cancerous image based on 
the association rule generated from the features 
extracted from the training phase. Decision tree 
classifier is a useful tool for classification which 
classifies based on the rule generated from the 
input data. The significant advantage of decision 
tree classifier is ease of computation process. 

IV EXPERIMENTAL RESULTS  

Figure 4 depicts the experimental results of the 
proposed method. 

    

                                                                                (a) 

 
                                                                                (b) 
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                                                                                 (c) 

 
Figure 4 Experimental Results 

 
In figure 4, 4a represents the sample 
mammogram images of the breast considered for 
the experimentation. Figure 6b represents the 
pre-processed mammogram images. The 
pre-processing image alters from the original 
mammogram image in the main removing the 
unwanted portions of the image. Figure 6c 
represents the association rule generated from 
the feature vectors selected using cuckoo search 
algorithm. Finally with these rules 
mammograms are classified as normal or 
cancerous. 

V CONCLUSION 

In this paper a new breast cancer diagnosis 
methodology using Cuskoo search feature 
selection algorithm and Decision tree classifier 
is presented. The relevant features from the 
extracted features is selected using the cuckoo 
search algorithm which increases the speed of 
the whole diagnosis process by providing 
selected feature for the classification phase.    
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