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Abstract 
The Fundamental concept in the current 

era of cloud computing is to create and share 
various resource pools comprised of 
computer resources, primary and secondary 
storage resources, and a pool of networking 
resources. These pooled resources are 
generally structured to be scaled up or scaled 
down based on access demand and the 
payment mechanism is also structured as per 
the usage. Load balancing is the efficient 
distribution of application traffic across 
various hosts or Virtual machines. A strategy 
to curb this overloaded situation is to migrate 
the VM to less-loaded/ideal host, this is called 
Virtual Machine Migration. During the VM 
migration, there is significant degradation in 
performance due to host shutdown, and 
inconsistent state issues due to live migration. 
Also, there is significant energy consumed 
during this process, which also gives rise to 
SLA violations. The goal of the paper is to 
simulate Cloud Load Balancing Using a 
Combination of Algorithms for Threshold 
Detection and VM Selection to determine the 
performance for the combinations using the 
metrics of Total Migration time, Energy 
Consumption, SLA Violations, Execution 
Time, and Number of Virtual Machine 
Migrations. The performance of the 
algorithms for each metric is analysed to 
determine which combination performs the 
best under that scenario. 
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Regression; Maximum Correlation; 
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1 Introduction 
Cloud computing, or simply cloud, allows the 

users to create and share various resource pools 
comprised of computer resources, primary and 
secondary storage resources, and a pool of 
networking resources. These pooled resources 
are generally structured to be scaled up or scaled 
down based on access demand and the payment 
mechanism is also structured as per the usage. 
We see that these cloud computing services are 
provided in three levels: Infrastructure as a 
Service (IaaS), Platform as a Service (PaaS), and 
Software as a Service (SaaS). IaaS gives the 
client the feel of a private server, while the fact is 
that the service provider provides the client 
access to a virtual server at a rental subscription. 
PaaS is the kind of service which allows the 
developers to build applications and configure 
other existing SaaS applications by providing 
them with a cloud framework. SaaS, as the name 
itself suggests, is an application that is hosted on 
a cloud for access to the client to use it. The 
services is made possible by the principle of 
Virtualization. Virtualization is a 
technology/principle where the resources are 
partitioned into multiple virtual hosts having 
their own virtual environment to function as a 
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single entity of infrastructure, such entities are 
called as virtual machines. Based on the type of 
Virtualization technique used, each Virtual 
machine has its own operating system and 
virtual ecosystem to host an application or a 
piece of application. This allows the hardware 
resources to be used efficiently and for multiple 
Virtual machines to run on a single host 
simultaneously. This causes the Virtual 
Machines to work under dynamic workload 
conditions where the resources can be 
over-utilized or sometimes be under-utilized. To 
curb such situations of over-utilization of 
resources and under-utilization of resources, we 
use the technique of load balancing. 

Load balancing is the efficient distribution of 
application traffic across various hosts or virtual 
machines. Overload occurs when the resource 
demands of virtual machines hosting 
applications exceed the resource consumption 
threshold.. A threshold value can be provided to 
each resource, indicating the maximum 
percentage of usage. An overloaded scenario 
occurs when the consumption of a resource in a 
system surpasses its threshold. Assume that 
threshold for usage is set to be 93% in a host. 
Whenever the host utilization is over 93%, we 
say the host is under a load. A strategy to curb 
this overloaded situation is to migrate the VM to 
less-loaded/ideal host, this is called Virtual 
Machine Migration. During this Virtual Machine 
Migration, certain metrics of energy 
consumption, total migration time, number of 
migrations, execution time, and SLA Violations 
are analysed to determine the performance of the 
migration process. This is done to identify how 
the migration should take place to meet the 
energy or execution time requirements. 

2 Foundations of Load Balancing 
Load Balancing is the method to reallocate the 

workload in a distributed environment to ensure 
that no computing entity is under a load, or idle. 
Load balancing focuses on parameters like 
response and execution time, reliability etc to 
improve the performance of the cloud. In simpler 
terms, it is an optimization technique to ensure 
the best potential of the system is experienced. 
With the extensive access to applications and the 
internet, the modern-day applications and 
websites are experiencing high-traffic where 
they need to serve millions of simultaneous 
requests by the users and reply with the right 
kind of information, in a reliable, fast and 

efficient manner. In order to meet this sudden 
surge in requests or any scenarios, the 
applications must be scaled-up efficiently taking 
into the cost and best practices into 
consideration. If a single-host goes down, the 
load balancer ensures that the traffic is redirected 
to the other hosts. When a new host is added, it 
ensures that the traffic is redirected to it. 
Primarily, a load balancer distributes the load 
efficiently across multiple virtual machines, it 
ensures high availability and reliability of the 
system, and provides the flexibility to scale-up 
and scale-down based on the requirement while 
taking the cost into consideration for the 
pay-as-you-go model. VM Migration is one such 
technique to deal with over-load conditions. In 
VM migration, an entire VM from one host 
might be migrated to another host to deal with 
the overloading scenario. Since the entire VM is 
being migrated to another host to improve the 
performance of the system and work under 
optimal conditions, the major tasks that we come 
across while Migration is identifying the Virtual 
Machine that are overloaded or under-utilized, in 
other words, what is the threshold value that 
determines whether a particular virtual machine 
is under-load, this is called as Threshold 
Detection, and the second task is identifying the 
Virtual Machine to be migrated to bring the 
system back to optimal condition for efficient, 
reliable and cost-effective performance, in other 
words, Virtual Machine Selection or 
Consolidation to balance the load among the 
host. The strategies that are employed for 
threshold detection and virtual machine 
consolidation process in this analysis are 
discussed in the next section. These strategies 
were designed to take into account the energy 
usage, migration time, the number of migrations 
for an optimal scenario, and the execution time 
for the entire load balancing strategy to 
terminate successfully. 

3 Brief about Algorithms 
3.1 Algorithms for threshold detection 
3.1.1 Inter-Quartile Range algorithm (IQR) 
The Inter-Quartile Range is an estimate of 

variability, where the data set is divided into 
quartiles. To obtain the interquartile range, we 
obtain the difference between the upper quartile 
and the lower quartile in the dataset. This means 
that the data set sorted in ascending order is 
divided into two halves by the median (which is 
the second quartile), now, the lower quartile is 
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calculated by finding the median of the first half, 
and the upper quartile by identifying the median 
of the second half. In the threshold detection 
scenario, the data set defines the host utilization 
metric where the upper and lower quartiles of the 
sorted set are the medians of the first half and the 
second half of the data set respectively separated 
by the median of the dataset. The threshold for 
determining if the host is overloaded or not is 
defined as: 

Threshold,T= 1 − SafetyRange∗IQR      (1) 
where, IQR is the InterQuartile Range 
3.1.2 Median Absolute Deviation algorithm 

(MAD) 
Median Absolute Deviation is another 

statistical method to define the threshold for the 
load balancing. Just like any other deviation 
where the difference measure is calculated, here, 
the median is identified and further the median 
deviation for every element of the data set is 
calculated by subtracting it with the median. 
Then, the median absolute deviation is 
calculated by calculating the mean of the median 
deviation set. The threshold is defined as: 

 Threshold,T= 1 − SafetyRange∗DM       (2) 
where, DM is the Median Absolute Deviation 
3.1.3 Local Regression algorithm (LR) 
As the name suggests, local regression is used 

to predict a dependent variable using another 
independent variable where dependent variable 
is our research component. To predict our 
dependent variable, we try to estimate the 
amount of CPU utilization of the node. Once the 
value is calculated, we match the value with the 
actual values of the user nodes and if these 
values are equal, it implies that the specific user 
node is overloaded and it needs to be migrated or 
resources should be extended. Otherwise, the 
node can be considered as a safe node. The two 
main components in creating a equation which 
could predict the overloading value of a node are 
the CPU utilisation of that node and the Load 
pattern of that node. These two components are 
used to calculate the CPU utilization weight 
function and load pattern weight functions which 
play a key role in creating the estimation 
function. Using these weight functions, we 
determine the threshold value that is used to 
identify if the host is overloaded or not. 
 
 
 

3.1.4 Robust Local Regression Algorithm 
(LRR) 

The key difference between the local 
regression method and robust local regression 
method is the errors that come across in the LR 
are reduced by involving a combined weight 
function which is created using both load pattern 
and CPU utilization ie.,in the local regression 
method, a weight function is created using CPU 
utilization values of the node, in the same way, 
another weight function is created using the load 
patterns of the node. But, in robust local 
regression method, a weight function is 
generated by the sum of the two weight functions 
involving the load pattern and CPU utilization 
values. This is used as the final equation to 
estimate the value which can be used to compare 
the actual values of node and decide if the host is 
under a load or not. 

3.1.5 Static Threshold Method (THR) 
In the static threshold method, certain 

assumptions are made about the load and the 
host utilization to define or computer the 
threshold values to determine the virtual 
machines and hosts that are overloaded. 

3.2 Algorithms for Virtual Machine 
Consolidation 

3.2.1 Maximum Correlation (MC) 
In this method of virtual machine 

consolidation, we use the principle of maximum 
correlation where the relation between two 
parameters is computed using a domain function. 
In the Virtual Machine Consolidation Scenario, 
all the overloaded virtual machines are accepted 
as input. We define a two-dimensional matrix of 
the Available and Utilized resources of the 
overloaded virtual machines. Then, we find the 
transpose of the matrix. Now, we apply the 
principle of correlation to the two matrices and 
identify the VMs with the highest correlation. 

3.2.2 Minimum Migration Time (MMT) 
While the Migration time is the sum of the 

shutdown time, start-up time and the transfer 
time, this migration time principle is used for 
determining the VMs that should be migrated to 
balance the load. In majority of the scenarios, it 
was observed that the many virtual machines or 
hosts were in similar load scenarios so, 
identifying the specific least loaded node was an 
expensive task, but determining the virtual 
machine with least migration time was 
economical and energy-efficient. Hence, the 
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principle to compute the VM selection that takes 
minimum migration time is used. 

3.2.3 Random Selection (RS) 
The key term that is implied here is random. 

The virtual machine that is selected in random 
has no definite selection criteria or does not 
follow any pattern of selection. This random 
selection plays a key role in large problem space 
where the time complexity for the selection of 
best-case scenario is very less, however, the 
accuracy is a questionable concern in this 
method of selection. This principle is used in our 
load balancing scenario where every VM 
machine in load is migrated to a lesser loaded 
node and if the load is balanced, the migration 
process is terminated otherwise, an virtual 
machine is selected in random to migrate. 

3.2.4 Minimum Utilization (MU) 
The primary goal of Minimum utilization 

method is to produce lower overhead for job 
processing. Here, this policy ensures that the less 
overloaded Virtual machines is migrated to hosts 
that are moderately loaded to balance the load 
keeping the goal to reduce consumption of 
energy. 

All the possible combinations of algorithm 
include LR MC, LR MMT, IQR MC, MAD MC, 
MAD MMT, LRR MU, LRR RS, THR MC, 
THR MMT, THR MU, IQR MMT, IQR MU, 
IQR RS, LR MU, MAD MU, MAD RS, LRR 
MC, LRR MMT, and THR RS. 

4 Results 
4.1 Energy Consumption 
Energy Consumption is the amount of power 

utilized for performing some work in unit 
amount of time. Here, energy consumption 
refers to the power usage to perform the Virtual 
Machine Migration. It is one of the primary 

factors that is considered when analyzing and 
determining the strategies used for VM 
migration. Power consumption has become a 
critical factor with the rise of green computing 
and the need to reduce the consumption of power 
by several datacenters. The global datacenter 
consumes about 3% of world’s power 
production, this further leads to increased CO2. 

The Table displays the results of the energy 
consumption analysis (in sorted order of lower to 
higher energy consumption) when the load 
balancing is simulated with each algorithm (in 
kWh) against the 10 datasets and The figure 
visualizes the results graphically. The line graph 
represents the average energy consumption for 
each algorithm. 

On analyzing the Energy Consumption 
metrics, It was observed that for algorithms 
robust local regression or local regression in 
combination with random selection or maximum 
correlation lies in the top 20% performance 
range. Here, the average of these combinations 
was observed to be 34.3215 kWh compared to 
the overall average of 41.0335 kWh is 
16.357% less energy consumption. Optimally, 
the combination of robust local regression and 
random selection consumed 34.218 kWh which 
is 16.61% less energy consumed compared to the 
average energy consumption. Also, the 
combination of the Inter-quartile range with 
Minimum Utilization performed the worst in the 
analysis consuming 20% more energy than the 
average. The algorithm Inter-quartile range in 
combination with Minimum-Migration Time or 
Minimum Utilization lies in the bottom 20% 
performance range consuming 16.72% more 
energy than the average energy consumption. 

Table 1: Energy Consumption(in kWh) Analysis 
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Figure 1: Energy Consumption Analysis 

Figure 2: Average Energy Consumption 
 
4.2 Number of VM Migrations 
The Number of Virtual Machine Migrations determine the 
downtime of the application when the live migration is 
being performed. It is imperative to analyze and calculate 
the number of migrations as it leads to host shutdown and 
increase in the downtime, this further contributes to the 
decrease in responsiveness. As we understand that SLA 
satisfiability is determined by the responsiveness, the 
number of migrations contribute to either better 

satisfiability or violations. The number of Migrations are 
calculated by finding the correlation between the list of 
overloaded virtual machines and the virtual machines that 
are migrated. 
The Table displays the results of the VM Migrations 
Analysis (in sorted order of lower to higher number of VM 
Migrations) when the load balancing is simulated with 
each algorithm against the 10 datasets and The figure 
visualizes the results graphically. The line graph 
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represents the average number of Migrations for each 
algorithm. 
The results from the VM Migrations analysis showed the 
average number of migrations to be 4067.195 while the 
top 40% of the observations lie below the average. It was 
observed these top 40% include robust local regression 
methods and local regression methods for threshold 
detection in combination with the four VM selection 
algorithms. Here, the robust local regression method and 
local regression method in combination with maximum 
correlation for VM Selection performed the best with 2203 
migrations, which is 45.83% less than the average. The top 
20% observations include the combinations of robust local 
regression method and local regression method for 
threshold detection with Random Selection and Maximum 
Correlation with an average of 2245.7 migrations, which is 

44.785% less than the average number of VM Migrations. 
Also, the ninth observation: static threshold method with 
maximum correlation, compared to the 8th observation: 
local regression method with minimum migration time, 
which is the last below-average observation, showed a 
34.6% increase in the number of VM Migrations. Also, 
The algorithm Minimum Utilization with static threshold 
method or Inter-Quartile Range or Median Absolute 
Deviation, and the combination of Inter-Quartile Range 
and Minimum Migration Time performed at the bottom 
20% where the average of the bottom 20% is 37.21% more 
than the Average VM Migrations, where the combination 
of Inter-Quartile Range with Minimum utilization 
performed the worst with 5789 migrations, i.e. 42.33% 
more than the average number of migrations.

Table 2: VM Migration Analysis 

Figure 3: VM Migration Analysis 
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Figure 4: Average VM Migrations 

4.3 SLA Performance Degradation due to Migration 
The Service Level Agreement measure determines the 
responsiveness of the system. The agreement between the 
service provider and client requires the provider to adhere 
to certain quality of service expected by the client. In 
general, the client expects higher SLA satisfiability and 
this is hampered by the migration. However, the migration 
also helps in reducing the wait time and improves the 
behavior of the system when provided with sufficient 
resources, thus promoting better SLA Satisfiability. The 
SLA violation is calculated as the difference between the 
SLA measure agreed by the provider and client and the 
sum of the virtual machine shutdown, transfer and startup 
time. 
The Table displays the results of the SLA Violations 
analysis (in sorted order of lower to higher percentage of 
SLA Violations) when the load balancing is simulated 
with each algorithm against the 10 datasets and The figure 
visualizes the results graphically. The column graph 

represents the average percentage of SLA Violations for 
each algorithm. 
While the average SLA performance degradation was 
observed to be 0.2075%, the top 4 observations which 
include the robust local regression method and local 
regression method for threshold detection in combination 
with Minimum Migration time and Minimum Utilization 
for VM Selection, showed a constant observation of 
0.13% which is 0.07% less than the average. Also, there is 
a signification increase of 0.88% in the performance 
degradation from the eighth(the last below-average 
observation)and ninth observations, which are the local 
regression method with random selection, and 
Inter-Quartile Range with Minimum Migration time 
respectively. The bottom 15% includes the Static 
Threshold Method for Threshold Detection with 
Maximum Correlation, Random Selection, and Minimum 
Utilization for VM selection with an average of 0.27467% 
which is 0.07% more than the average. 

Table 3: SLA Violations(in %) Analysis 
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Figure 5: SLA Violations(in %) Analysis. 

 
Figure 6: Average SLA Violations(in %) 
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4.4 Meantime before VM Migration 
The meantime before the virtual machine Migration is the 
time taken to identify the loaded VM to be migrated from 
the mean time of host shutdown. This mean time denotes 
the downtime experienced during the Migration and 
affects the recovery of the system. 
The Table displays the results of Mean time (in sec) before 
VM Migration analysis (in sorted order of lower to higher 
seconds of time) when the load balancing is simulated with 
each algorithm against the 10 datasets and The figure 
visualizes the results graphically.The line graph represents 
the average mean time before VM Migration for each 
algorithm. 

On analyzing the Meantime before VM Migration metrics, 
it is observed the top 25% of observations lie below the 
total average of 19.4615 seconds. This top 25% includes 
the Minimum Migration time for VM Selection in 
combination with the five threshold detection methods, 
where the local regression method and robust local 
regression method for threshold detection performed the 
best at 16.6 seconds with 2.86 seconds less than the 
average. Also, the bottom 75% of observations have an 
average of 20.295 seconds which is 0.8332 seconds less 
than the average. 

Table 4: Meantime before Migration (in sec) Analysis 

Figure 7: Meantime before Migration (in sec) Analysis 
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Figure 8: Average Meantime before Migration (in sec) Analysis 
4.5 Execution Time 
The Execution time denotes the time taken for the entire 
experiment to finish for that particular algorithm 
combination against the particular dataset. The Execution 
time, in general, represent the time taken for the load 
balancing to successful finish in the system. 
The Table displays the results of the Execution time(sorted 
in the order of lowest to highest execution time)(in sec) 
when the load balancing is simulated with each algorithm 
against the 10 datasets and The figure visualizes the results 
graphically. The line graph represents the average 
execution time for each algorithm. 
The top 20% of observations have an average of 0.001 
seconds which is 0.0005 seconds less than the total 

average of 0.0015 seconds. These top 20% observations 
include the local regression method and static threshold 
method for threshold detection in combination with 
random selection and minimum migration time for VM 
selection, while the combination of static threshold 
method and minimum migration time performs the best 
with an execution time of 0.000977 seconds which is 36% 
less than the average execution time. Also, the bottom 
40% of observations, with an average of 0.0022 seconds, 
lie below the average execution time, where the 
combination of inter-quartile range and maximum 
correlation performed the worst with 0.002694 seconds 
which is 74% more than the average execution time. 
 

Table 5: Execution time(in sec) Analysis 
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Figure 9: Execution time(in sec) Analysis 
 
 

 
 Figure 10: Average Execution time(in sec) Analysis 
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5 Conclusion and Future Scope 
The load balancing scenario was analyzed against the 
metrics of Energy Consumption, Number of Virtual 
Machine Migrations, SLA Violation per cent, Meantime 
before Migration, and total execution time. The 
combination of robust local regression method with 
random selection and maximum correlation methods 
performed the best under energy consumption and number 
of virtual machine migrations metrics. In the metric for 
minimal SLA violations, the robust local regression 
method in combination with minimum migration time and 
minimum utilization methods performed the best. The 
minimum migration time method for virtual machine 
selection in combination with any of the threshold 
detection methods performs the best for the metric of 
meantime before migration. Finally for the metric of total 
execution time, the robust local regression method and 
static threshold method in combination with random 
selection and minimum migration time method for VM 
selection perform the best. 
The future scope for these results would lie in choosing the 
best combination of algorithms for specific application or 
use case. Let us consider the application of a streaming 
service, the factors that determine an optimal working of 
this application are low-latency and high audio/video 
quality despite the access of millions of users at once. For 
this scenario, robust local regression method in 
combination with random selection of VMs would be an 
optimal combination to deal with an overload scenario as 
this combination performs the best under total execution 
time and number of VM Migrations metrics. Similarly, for 
an E-commerce application where the downtime should be 
low during the sale season, the combination of 
Inter-Quartile Range and Maximum Correlation method is 
an optimal solution for the problem. Additionally, the 
combination of Static Threshold Detection and Maximum 
Correlation methods would be a proposed solution for a 
Search engine application where the results must be 
indexed well to address the user’s search needs. 
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